Forecasting Japanese encephalitis incidence from historical morbidity patterns: Statistical analysis with 27 years of observation in Assam, India
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ABSTRACT

Background & objectives: Japanese encephalitis (JE) is one of the dreaded mosquito-borne viral diseases mostly prevalent in south Asian countries including India. Early warning of the disease in terms of disease intensity is crucial for taking adequate and appropriate intervention measures. The present study was carried out in Dibrugarh district in the state of Assam located in the northeastern region of India to assess the accuracy of selected forecasting methods based on historical morbidity patterns of JE incidence during the past 22 years (1985–2006).

Methods: Four selected forecasting methods, viz. seasonal average (SA), seasonal adjustment with last three observations (SAT), modified method adjusting long-term and cyclic trend (MSAT), and autoregressive integrated moving average (ARIMA) have been employed to assess the accuracy of each of the forecasting methods. The forecasting methods were validated for five consecutive years from 2007–2012 and accuracy of each method has been assessed.

Results: The forecasting method utilising seasonal adjustment with long-term and cyclic trend emerged as best forecasting method among the four selected forecasting methods and outperformed the even statistically more advanced ARIMA method. Peak of the disease incidence could effectively be predicted with all the methods, but there are significant variations in magnitude of forecast errors among the selected methods. As expected, variation in forecasts at primary health centre (PHC) level is wide as compared to that of district level forecasts.

Interpretation & conclusion: The study showed that adopted forecasting techniques could reasonably forecast the intensity of JE cases at PHC level without considering the external variables. The results indicate that the understanding of long-term and cyclic trend of the disease intensity will improve the accuracy of the forecasts, but there is a need for making the forecast models more robust to explain sudden variation in the disease intensity with detail analysis of parasite and host population dynamics.
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INTRODUCTION

Japanese encephalitis (JE) is a dreaded vector (mosquito) borne viral disease mostly prevalent in Asian countries including India. Virus from wild birds through vector mosquitoes spreads to peridomestic and domestic birds and then to mammals like cattle, pigs, etc. and eventually spills over to man. JE virus has been isolated from about 30 species of mosquitoes worldwide which fall under five genera, viz. Culex, Anopheles, Aedes, Armigeres and Mansonia. However, only a few species meet the requirements to be classified as important vectors¹. Since, the first record of JE case in India in 1955 in Tamil Nadu followed by isolation of JE virus from wild caught mosquitoes in 1956, in the last couple of decades, epidemics of JE have occurred in the states of West Bengal, Assam, Manipur, Nagaland, Uttar Pradesh, Bihar and Goa in addition to south India²–³. JE cases have attained alarming proportions to pose a major public health problem in India, more so due to unavailability of any cure for the disease and due to its quite high case: fatality ratio⁴.

Existing global systems for epidemic preparedness focus on disease surveillance using either expert knowledge or statistical modeling of disease activity and thresholds to identify time and areas of risk⁵. Geospatial techniques comprising of remote sensing (RS), geographical information system (GIS) and global positioning system (GPS) have also emerged as effective tools for surveillance of vector habitats and risk assessment⁶–¹⁰. In addition, spatial analysis and geostatistical analysis tools have helped in integrating wide range of attribute parameters and building effective models for disease forewarning¹¹–¹⁴. The potential use of time series techniques in epidemiological studies, disease surveillance and outbreak forecast has been explored in many studies¹⁵–¹⁹.

Considering the large geographical coverage and local health care systems in a country like India, developing an early warning system at a district level has been
imperative. Accurate disease forecasting models would markedly improve epidemic prevention and control capabilities. Specific forecasts of incidence would be helpful to local health services for appropriate preparedness and to take selective preventive measures in areas at risk of epidemics.

In this study, we explored the possibility to forecast JE incidence from the patterns of historical morbidity data alone (without external predictors) while making use of the data on disease intensity and spatial distributions at the primary health centre (PHC) level. Different forecasting methods have been employed to assess the accuracy of each of the forecasting methods. The forecasting methods were validated for five consecutive years from 2007–2012 and accuracy of each method was determined by calculating errors resulting from the difference between the observed and forecasted JE incidence.

MATERIAL & METHODS

Study area

The study was carried out in Dibrugarh district of Assam state located in the northeastern part of India considering the severity of impact of JE and its perennial occurrence (average annual case load in Assam during the last two decades, since 1980 has been 295 and the average annual incidence per million population being 12.5).

Dibrugarh district alone shared a burden of 37 cases per million population in the area. The district covering a geographical area of 7023.9 km² lies between 27° 15′ N – 28° N latitude and 94° 45′ E – 96° E longitude (Fig. 1). The district is divided into six PHCs, viz. Barbaruah, Lahowal, Panitola, Tengakhat, Khowang and Naharani for monitoring and providing health care services in the district.

Information flow of JE cases

Assam Medical College Hospital (AMCH) located in the district headquarter of Dibrugarh is the only specialised hospital for JE treatment in the district. Suspected AES (acute encephalitis syndrome) reported at different PHCs or at private hospitals are referred to the AMCH. Blood samples from the AMCH along with patient records are sent to the Regional Medical Research Centre-NE Region (RMRC–ICMR) located in Dibrugarh for laboratory confirmation of JE cases. Details of JE cases with the address of the patients are recorded by AMCH record department, which are also sent to Joint Director of Health Services at Dibrugarh and State Directorate of Health Services in Guwahati. We collected the JE case data from RMRC, Dibrugarh, cross matched with the data available in the records department of AMCH, as well as from the Joint Director of Health Services in Dibrugarh, thus minimising chances of missing any information.

Fig. 1: Location map of the study area.
PHC wise forecasting of JE cases

PHC wise JE incidence from 1985–2006 has been observed to follow approximately a log normal distribution. So, it has been decided to carry out the analysis based on log-transformed series in the similar method adopted by Abeku et al\textsuperscript{21}. Relative incidence (RI) of the disease has been calculated to bring the data on disease incidence collected from different areas into the same scale. The RI from the month \(t\) (denoted by \(Y_t\)) is calculated as:

\[
Y_t = \frac{\ln Z_t}{A}
\]

where, \(Z_t\) is the number of cases in month \(t\) and \(A\) is the overall mean of the log-transformed series used for forecasts. The back-transformed number of cases is thus:

\[
Z_t = \exp (AY_t)
\]

The mean (\(A\)) differs for each series or sample.

Forecasting methods

The following methods were used to forecast RI \(m\) months in advance, i.e. to obtain the forecast for the month \(t+m\) denoted as \(\hat{Y}_{t+m}\). These methods were compared in terms of their forecast accuracy and discussed below in order of their complexity.

Seasonal average (SA): This method uses the historical average of each particular calendar month as forecast for the same month in the future, which means the average of all observed RI values during the same calendar month in previous years will be the forecast value for the corresponding month in the future.

\[
\hat{Y}_{t+m} = A_{t+m}
\]

Seasonal adjustment with last three observations (SAT): The seasonal average was corrected using the mean deviation of three most recent observations from their expected seasonal values to generate forecasts for future months. The object was to capture trend in incidence during the most recent months while reducing statistical variation:

\[
\hat{Y}_{t+m} = A_{t+m} + \frac{2}{3} \sum_{i=0}^{2} (Y_{t-i} - A_{t-i})
\]

where, \(t-i\) denotes a month \(i\) lags before the (last) month \(t\).

Modified method adjusting long-term and cyclic trend (MSAT): A modification to the above method is applied to adjust the cyclic and long-term trend on JE intensity in a particular month. A best fitted trend curve selected to determine a forecast value of one year forward. A three yearly moving average has been applied to adjust the cyclic trend in JE intensity. Out of these two trend values, closer point to \(Y_t\) is selected and denoted by \(T_m\). The back-transformation to the average value of \(\hat{Y}_{t+m}\) and \(T_m\) will give the predicted value of JE cases.

\[
\hat{Y}_{t+m} = \frac{1}{2} \left( A_{t+m} + \frac{2}{3} \sum_{i=1}^{3} (Y_{t-i} - A_{t-i}) \right) + T_m
\]

Autoregressive integrated moving average (ARIMA): The autocorrelation pattern in each series at different lags was used to develop ARIMA models\textsuperscript{22–23}. A single equation ARIMA model states how any value in a single time series is linearly related to its own past values through combining two processes: the autoregressive (AR) process which expresses \(Y_t\) as a function of its past values, and the moving average (MA) process, which expresses \(Y_t\) as a function of past values of the error term \(\varepsilon\) as—

\[
Y_t = \alpha Y_{t-1} + \alpha_2 Y_{t-2} + \ldots + \alpha_p Y_{t-p} - \beta_1 \varepsilon_{t-1} - \beta_2 \varepsilon_{t-2} - \ldots - \beta_q \varepsilon_{t-q}
\]

where, the \(\alpha\) and \(\beta\) are the coefficients of AR and MR processes respectively and \(p\) and \(q\) are the number of past values of \(Y_t\) and the error term used respectively. Application of ARIMA technique requires the series to be stationary, i.e. constant mean and variance over time. A series with constant variance can be obtained by applying log and other type of transformation to the original series. A constant mean can be obtained by taking the first or higher order difference of the variable as necessary until the series become stationary.

Accuracy of forecast

It is important to know the accuracy of a forecast. Theil’s coefficient is a reliable measure to judge the accuracy of forecast\textsuperscript{24–25}. Theil’s coefficient is given by:

\[
U = \sqrt{\frac{\sum (F_i - A_i)^2 / n}{\sum A_i^2 / n}}
\]

where, \(F_i\) the series represents the forecasted values of a time series and \(A_i\) is the real value of the same series. Value of ‘\(U\)’ lies between 0 and 1. ‘\(U\)’ value near to 0 forecasting is considered to be accurate.

Whether the relation between forecasted and observed
disease cases measured in terms of Pearson’s coefficient ($r$) is statistically significant was tested with the help of $t$-test, where $t$ is given by:

$$t = \frac{r}{\sqrt{1 - r^2}} \sqrt{n - 2}$$ with (n -2) degrees of freedom.

Different analyses in GIS domain have been performed using ARC GIS 9.3 Software. Statistical analyses have been done using Microsoft Excel and SPSS 19.0.

**RESULTS & DISCUSSION**

JE transmission in almost all the PHCs was observed to be highly variable from season to season and year to year, although the month of July has been observed to be the peak for all the six PHCs during the years from 2007–2012. This may be due to the fact that infectious diseases particularly those transmitted by intermediate hosts are known to be highly sensitive to long-term changes in climate and short-term fluctuations in the weather. Based on this long-term and short-term fluctuations in the disease occurrence ARIMA and SARIMA (seasonal ARIMA) models have been widely used for epidemic time series forecasting including the hemorrhagic fever with renal syndrome, dengue fever, and tuberculosis. Moreover, as there have been many different time series models for prediction, it will be of genuine interest to evaluate the best suitability of a model for the prediction of epidemic incidence. Where comparative studies on the accuracy of different models for forecasting epidemic behaviour were carried out, inconsistency in model performance between studies has been observed. For example, SARIMA model had demonstrated better performance than generalized models in forecasting cryptosporidiosis cases in northeastern Spain, and better than regression and decomposition models in forecasting campylobacteriosis in the United States of America, but dynamic linear models showed better performance than the SARIMA model in forecasting hepatitis-A and malaria. The different findings of these studies suggest that further studies focusing on the comparison of different kinds of predicting methods for different types of diseases are necessary for the application in forecasting epidemic behaviour.

Highest forecast accuracy was observed with the modified method with seasonal adjustment adjusting long-term cyclic trend (MSAT) followed by the method of seasonal adjustment with last three observations. It has been noted that the relation between forecasted and observed disease cases by MSAT measured in terms of Pearson’s coefficient ($r$) has been found to be statistically significant ($p<0.05$) tested with $t$-test.

ARIMA method resulted in better forecast than the seasonal average. This implies the highest forecast error in case of SA followed by ARIMA and SAT methods during the validation period from 2007–2012 (Fig. 2). Other methods such as INAR modeling or Markov chain analysis, which can be applied to situations like this, where ARIMA modeling fails, but they are less practical.

Considering the fact that MSAT technique provided better forecast, we have validated the forecast for five years at PHC level. Figures 3–8 depict the forecasted and actual number of cases during 2007–2012. It has been observed that in case of sudden rise in the JE cases, the forecast model could reasonably predict a higher intensity but in no case it exactly reached the peak. Considering that there is rise in JE cases in the study areas during recent years, the adjustment in last three years of observation could adequately explain the variations.

It is interesting to note that there is less variation at the district level for the forecasts made with selected forecasting techniques. Due to adjustment in the long-term and cyclic trend of the disease, MSAT method resulted in a better forecast accuracy at the district level. As expected SA method resulted in the highest forecast error for the validating years. It has also been observed that due to equal weightage of morbidity pattern of all the earlier years, SA method resulted in lower predicted values through all the years. Actual and forecasted JE cases with selected forecasting methods in Dibrugarh district during 2007–2012 are depicted in Fig. 9.

Another important observation was that inspite of statistical sophistications, ARIMA method could not yield expected forecast accuracy either at the PHC level or at the district level. Other studies have also indicated that the statistically advanced ARIMA models may produce
very good fit to the data but in post-sample forecast, they
would not be robust enough to handle a possible change
in behaviour of the series\textsuperscript{37}.

Spatial models are being used with increasing fre-
quency to help characterize these large-scale patterns and
to evaluate the impact of interventions. It also demon-
strates the need to develop a simple model of household
demographics, so that large-scale models can be extended
to the investigation of long-time scale human pathogens\textsuperscript{38}. But collection of adequate and enough data has always been an issue of concern\textsuperscript{39}.

CONCLUSION

Progress in mathematical analysis and modeling is of
fundamental importance to our growing understanding
of pathogen evolution and ecology. The fit of mathematical models to surveillance data has informed both scientific research and health policy.

The study shows that adopted forecasting techniques could reasonably forecast the intensity of JE cases at PHC level without considering the external variables. Such quick forecasts will be of immense help for health authorities to prepare for intervention measures that do not require complex analysis of disease vector and host dynamics. However, it may be of interest to assess whether a combination of seasonal climate forecasts, monitoring of meteorological conditions, and early detection of cases could scale down the emergency. Results shown by MSAT technique indicate that appropriate understanding of long-term and cyclic trend of the disease intensity will improve the accuracy of the forecasts. It has also been noted that even the MSAT method is not robust enough to explain sudden variation in the disease intensity, and may require an approach that uses a detail analysis of parasite and host population dynamics, control measures adopted, etc. In addition, the application of environmental data to the study of disease will offer the capability to demonstrate vector-environment relationships and potentially forecast the risk of disease outbreaks or epidemics.
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